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Abstract

This paper contains additional material supplementing the main paper to be published in *Management Science*.

Abstract from main paper

An algorithm is developed to rapidly compute approximations for all the standard steady-state performance measures in the basic call-center queueing model \( M/GI/s/r + GI \), which has a Poisson arrival process, IID service times with a general distribution, \( s \) servers, \( r \) extra waiting spaces and IID customer abandonment times with a general distribution. Empirical studies indicate that the service-time and abandon-time distributions often are not nearly exponential, so that it is important to go beyond the Markovian \( M/M/s/r + M \) special case, but the general service-time and abandon-time distributions make the realistic model very difficult to analyze directly.

The proposed algorithm is based on an approximation by an appropriate Markovian \( M/M/s/r + M(n) \) queueing model, where \( M(n) \) denotes state-dependent abandonment rates. Simulation experiments show that the approximation is quite accurate. The \( M/M/r/s + M(n) \) model is tractable because the number of customers in the system over time is a birth-and-death process. After making an additional approximation, steady-state waiting-time and response-time distributions are characterized via their Laplace transforms. Then the approximate distributions are computed by numerically inverting the transforms. The overall algorithm can be applied to determine desired staffing levels, e.g., the minimum number of servers needed to guarantee that, first, the abandonment rate is below any specified target value and, second, that the conditional probability that an arriving customer will be served within a specified deadline, given that the customer eventually will be served, is at least a specified target value.
1. Introduction

In the main paper, Whitt (2005a), we develop an algorithm to rapidly compute approximations for all the standard steady-state performance measures in the $M/GI/s/r + GI$ queue, which has a Poisson arrival process (the $M$), IID service times with a general distribution (the first $GI$), $s$ servers, $r$ extra waiting spaces, IID customer abandonment times with a general distribution (the final $GI$) and the first-come first-served (FCFS) service discipline. We especially want the approximations to be effective for distributions and parameters commonly occurring in call centers. In particular, we are particularly interested in the case in which there is ample waiting room ($r$ might be taken to be $\infty$), the number of servers is relatively large (e.g., $s = 100$ or even $s = 1000$) and there is non-negligible customer abandonment (e.g., $1 - 10\%$). We want to allow non-exponential service-time and abandon-time distributions. For example, as observed in Brown et al. (2002), the service-time distribution might be lognormal with a squared coefficient of variation ($SCV$, variance divided by the square of the mean) between 1 and 2.

Our approach involves two approximations: First, we approximate the given $M/GI/s/r + GI$ model by a Markovian $M/M/s/r + M(n)$ model, which has IID exponential service times with the given service-time mean and state-dependent abandonment rates. Most of the novelty lies in the state-dependent abandonment rates. Second, we develop an approximate solution for all the performance measures in the approximating $M/M/s/r + M(n)$ model. Just like for the $M/M/s/r + M$ model, the steady-state distribution of the number of customers in the $M/M/s/r + M(n)$ system at an arbitrary time is easy to compute exactly, because the process is a birth-and-death process. The second approximation appears when we describe the experience of individual customers; e.g., when we compute the probability that an entering customer eventually is served or the conditional waiting-time distribution given that a customer eventually will be served.

Our two approximations satisfy an important consistency condition: The approximations are all exact for the special case of the $M/M/s/r + M$ model, which is sometimes referred to as the Erlang $A$ model. The algorithm is very fast, so that it easily can be applied to determine appropriate staffing levels in $M/GI/s/r + GI$ systems. It can also serve as a component analysis tool in more complex systems.

Here is how the rest of this supplement is organized: In Section 2 we show additional insight can be gained by plotting the approximate abandonment rates; this is tantamount to simply
plotting the hazard-rate function itself over the interval of relevant arguments.

The next six sections present additional experimental results showing how the approximation performs, by making comparisons to computer simulations. In Section 3 we investigate how the approximation performs for a smaller number of servers. We first note that the classical $M/GI/1/\infty$ model clearly shows limitations of the approximation in general. In particular, it shows that the approximation can perform poorly when the number of servers is small and there is negligible abandonment. However, we also show that the approximation can perform reasonably well with much fewer servers. In the main paper we only considered the case of $s = 100$ servers; here we consider $s = 20$ and $s = 5$.

In Sections 4 and 5 we evaluate the approximations when the load is very light and very heavy, respectively. In Section 4 we present some results for the case $s = 100$ and $\lambda = 90$, which we regard as a light load. Under lighter loads, the approximation tends to perform better, but it does not produce small relative errors when the congestion is low.

In Section 5 we consider heavy loads. We present several results for the case $s = 100$ and $\lambda = 120$. To show what happens with fewer servers, we also consider the case $s = 20$ and $\lambda = 24$. Both these cases have the relatively high traffic intensity $\rho = 1.2$. We consider two quite different distributions: Erlang ($E_2$) and lognormal ($LN(1,4)$), which have SCV 1/2 and 4, respectively. We consider each combination of these two distributions as service-time distribution and time-to-abandon distribution. We show that the approximation performs remarkably well in those cases. However, because of the approximation assumption that abandonments are relatively rare compared to arrivals, we would like to see if the approximation will eventually break down if we make the loads heavy enough. To investigate the possible performance degradation, we consider the case of $s = 100$ and $\lambda = 200$, which yields about 50% abandonment. However, even in that case, the approximation performs well.

In Section 6 we show in more detail that the approximation is effective for making staffing decisions. We also show that the approximation does a much better job than the simple Erlang $A$ model, obtained by choosing an exponential abandon-time distribution with the same mean as the given mean.

In Section 7 we investigate how the approximation performs for two uniform distributions, one on the interval $(0,2)$ and the other on the interval $(0.5,1.5)$. We consider each of these two uniform distributions in the role of the service-time distribution and the abandon-time distribution, considering all four combinations. The experiment strongly supports the main conclusion that the hazard rate for smaller arguments matters most for the abandon-time
distribution, while only the mean matters for the service-time distribution.

In Section 8 we present a few other examples that were deleted from the main paper in order to meet space limitations. Finally, in Section 9 we present some additional details on calculating performance measures in the approximating $M/M/s/r + M(n)$ model.

We conclude this introduction by mentioning that important exact results for the $M/M/s/r + GI$ model appear in Brandt and Brandt (2002) and Mandelbaum and Zeltyn (2004). Those papers, and earlier references cited there, should be consulted for additional insights.

2. Plotting Approximate Abandonment Rates

As discussed in Section 3 of the main paper, our main idea is to develop appropriate approximate state-dependent Markovian abandonment rates. Those approximate rates provide the $M(n)$ in the approximating model $M/M/s/r + M(n)$. The approximation is remarkably simple: We let the abandonment rate for the $j^{th}$ customer from the end of the queue, when the queue length is $k$, for $k \geq j$, be

$$\alpha_{k,j} \equiv \alpha_j \equiv h(j/\lambda),$$

where $h$ is the hazard-rate (or failure-rate) function, i.e.,

$$h(t) \equiv \frac{f(t)}{F_c(t)}, \quad t \geq 0,$$

with $f(t)$ being the pdf and $F_c(t) \equiv 1 - F(t)$ being the ccdf of the abandon time, and $\lambda$ being the arrival rate. We note that exact state-dependent non-Markovian abandonment rates for the $M/M/s/r + GI$ model were determined by Brandt and Brandt (2002).

In order to see how different abandon-time distributions affect performance, it is thus instructive to look at the hazard rate functions $h$ and the approximate state-dependent rates $\alpha_j$. Moreover, it is useful to look at the approximate total abandonment rate

$$\delta(k) \equiv \sum_{j=1}^{k} \alpha_j, \quad k \geq 0.$$

It is interesting to look at the functions $\alpha_j$ and $\delta_k$ for values of $j$ and $k$ that occur reasonably often. When $s \approx 100$, we also have $\lambda \approx 100$. In that case the queue length is typically less than 40. The most common values for $\lambda$ may even be less than 10. That means that the hazard-rate function is mostly only relevant over the domain $(0, 0.4)$, say. Certainly, the tail of the abandon-time distribution is relatively unimportant.
In this section we complement the main paper by plotting the estimated state-dependent abandonment rates, $\alpha_j$ and $\delta_k$ for values of $j$ and $k$ that typically occur. We consider the case $\lambda = 100$ and thus let $j$ and $k$ range from 0 to 40.

In Figures 1 and 2 we display the functions $\alpha_j$ and $\delta_k$ for the Erlang $E_2$ abandon-time distribution with mean 1. In Figures 3 and 4 we display the functions $\alpha_j$ and $\delta_k$ for the lognormal $LN(1,1)$ abandon-time distribution with mean 1 and $SCV = 1$. In Figures 5 and 6 we display the functions $\alpha_j$ and $\delta_k$ for the lognormal $LN(1,4)$ abandon-time distribution with mean 1 and $SCV = 4$ and thus variance 4. We compare the cumulative abandonments for these three distributions with the total exponential abandonment rate when the individual customers have mean abandon time 1 in Figure 7.

As can be seen from Figures 1, 3 and 5, Erlang ($E_k$) and lognormal ($LN(a,b)$) distributions have zero hazard at the origin, i.e., $h(0) = 0$. For the $E_k$ and $LN(1,1)$ distributions, that implies few abandonments for small queue sizes. However, for more variable lognormal distributions, the behavior of $h$ at the origin can be misleading. To illustrate, note that the $LN(1,4)$ plots in Figures 5 and 6 show that the values $h(0)$ and $h'(0)$ need not be too descriptive of the hazard function away from the origin, even for time arguments that are not too large. Higher $SCV$ values leads to even more extreme behavior.

In Table 2 in the main paper, we saw that the $E_2$ abandon-time distribution with mean 1 behaved much the same as the lognormal $LN(1,1)$ abandon-time distribution. Figure 7 shows that it is to be expected given the approximate abandonment rates determined from the respective hazard-rate functions.

The limiting behavior of the abandonment rates $\delta_k$ as $k \to \infty$ are determined by Brandt and Brandt (2002), but it is not clear that these limits are relevant for system performance in common cases in which $k$ is not too large.

3. Smaller Numbers of Servers

In this section we consider what happens with a smaller number of servers. All the examples in the main paper had 100 servers. We now want to show what happens when the number of servers is reduced. We emphasize that our approximation is not intended for this case.

A very important reference case is the elementary $M/GI/1/\infty$ model; it is a special case occurring when $s = 1$, $r$ is large, the load is not too large ($\rho < 1$) and the mean time to abandon, $E[T]$ is large. In that case, our approximation essentially reduces to the $M/M/1/\infty$ model. The steady-state performance of the $M/GI/1/\infty$ model is characterized by the well-
Figure 1: The approximate abandonment rate $\alpha_j = h(j/\lambda)$ for the customer $j$ positions from the end of the queue in the $M/GI/s/r + E_2$ model with $\lambda = 100$ and Erlang $E_2$ abandon time having mean 1.
Figure 2: The approximate total abandonment rate $\delta_k$ when there are $k$ customers in the queue in the $M/GI/s/r + E_2$ model with $\lambda = 100$ and Erlang $E_2$ abandon time having mean 1.
Figure 3: The approximate abandonment rate $\alpha_j = h(j/\lambda)$ for the customer $j$ positions from the end of the queue in the $M/GI/s/r + LN(1, 1)$ model with $\lambda = 100$ and lognormal $LN(1, 1)$ abandon time having mean 1 and $SCV = 1$. 
Figure 4: The approximate total abandonment rate $\delta_k$ when there are $k$ customers in the queue in the $M/GI/s/r + LN(1, 1)$ model with $\lambda = 100$ and lognormal $LN(1, 1)$ abandon time having mean 1 and $SCV = 1$. 
Figure 5: The approximate abandonment rate $\alpha_j = h(j/\lambda)$ for the customer $j$ positions from the end of the queue in the $M/GI/s/r + LN(1,4)$ model with $\lambda = 100$ and lognormal $LN(1,4)$ abandon time having mean 1 and SCV = 1.
Figure 6: The approximate total abandonment rate $\delta_k$ when there are $k$ customers in the queue in the $M/GI/s/r + LN(1,4)$ model with $\lambda = 100$ and lognormal $LN(1,4)$ abandon time having mean 1 and $SCV = 1$. 
Comparison of four abandon−time distributions

Figure 7: A comparison of four abandon-time distributions: the approximate total abandonment rate $\delta_k$ when there are $k$ customers in the queue in the $M/GI/s/r + GI$ model with $\lambda = 100$ and four different abandon-time distributions having mean 1: Erlang $E_2$, lognormal $LN(1,1)$ and $LN(1,4)$, and exponential $M$. 
known Pollaczek-Khintchine formulas. For example, when the mean service time is $\mu^{-1} = 1$, the mean steady-state waiting time is

$$E[W] = \frac{(1 + c^2_s) \rho}{2 (1 - \rho)};$$

where $\rho \equiv \lambda/\mu$ is the traffic intensity and $c^2_s$ is the squared coefficient of variation (SCV, variance divided by the square of the mean) of the service-time distribution. Note that the mean waiting time is directly proportional to $1 + c^2_s$. Since the SCV of the service-time distribution plays a prominent role in the exact formulas, we see that our approximation can perform badly when the SCV $c^2_s$ is not close to 1. A serious limitation of our approximation is thus quite clear: The service-time approximation will produce poor results when the number of servers is too small, the SCV of the service time is not near 1 and there is negligible abandonment (e.g., the load is not too large and the mean time to abandon is not small).

Heavy-traffic limits for the $GI/GI/s/\infty$ model (without abandonments) shows that the same phenomenon occurs in heavy traffic for multiple servers, when there is no abandonment, so the $M/GI/1/\infty$ problem does not go away completely by just increasing the number of servers. But the behavior of multi-server $GI/GI/s/\infty$ queues, with moderately many servers and no abandonments, is by now quite well understood; e.g., see Whitt (1993). Thus limitations of our proposed approximations are well known.

But the situation is less clear when there are substantial abandonments. Then the simple $M/GI/1/\infty$ description no longer describes the steady-state behavior well. To provide additional insight into what happens, we now consider smaller numbers of servers. Instead of $s = 100$ servers, we now consider $s = 20$ and $s = 5$. In Table 1 here we repeat the experiment in Table 1 in the main paper with $s = 20$. In particular, we simulate the $M/E_2/20/100 + E_2$ model and the $M/M/20/100 + E_2$ model with 20 servers and arrival rate $\lambda = 18$. (As always, the mean service time is $\mu^{-1} = 1$. The mean time to abandon is $E[T] = 1$. The results in Table 1 show that the approximation still performs quite well for a smaller number of servers, but we do not regard 20 as an extremely small number. We think of the approximations as being aimed for $s = 100$, but applying reasonably well for $s \geq 20$. As before, the results in Table 1 are better than an $M/M/s/r + M$ approximation obtained by directly matching the mean abandon time, but they are not so much better.

We draw attention to two particular approximations that do not perform so well in Table 1. First, there is significant error in the abandonment probability. The exact value is 0.030, while the approximation is 0.037, an error of 23%. The error was only 10% in Table 1 in the
main paper. The 23% error is not too large for most applications, we think, but it should be noted.

Second, we see significant error in the approximation for the conditional waiting time distribution, given that the customer abandons. No such errors were present in the tables of the main paper, but we did observe in other experiments that this is a weak point of the approximation: The approximation is not consistently good in predicting the conditional waiting time distribution for the customers that abandon. The approximation is much more accurate for the conditional waiting time distribution for the customers that are served. We regard the conditional distribution for served customers as more important for applications. In the usual case of few abandonments, the overall waiting time distribution is well predicted by the approximation, because a small probability is attached to the less accurate conditional probability.

In Table 2 we consider an even smaller number of servers, in particular $s = 5$. In particular, we simulate the $M/E_2/5/100 + E_2$ model and the $M/M/5/100 + E_2$ model with 5 servers and arrival rate $\lambda = 4.0$. The results in Table 2 show that the approximation begins to degrade when the number of servers is so small. Nevertheless, the approximation performs reasonably well for this small number of servers. However, in this case, the approximation is not too different from a direct $M/M/s/r + M$ approximation obtained by directly matching the mean abandon time.

In Tables 1 and 2, the quality of the direct Erlang-A model approximation is better than in Table 1 of the main paper. That can be explained, at least in part, by the fact that the traffic intensities are smaller in these examples with fewer servers. Before, the traffic intensity was $102/100 = 1.02$. Here the traffic intensities are $18/20 = 0.90$ and $4/5 = 0.80$. Under light loads, the $M/GI/s/r + GI$ model behaves much like the $M/GI/\infty$ model, which is insensitive to the service-time distribution beyond its mean.

4. Lighter Loads

In this section we consider what happens with lighter loads. In fact, we performed an extensive set of experiments with $s = 100$ and three values of $\lambda$: $\lambda = 90$, $\lambda = 98$ and $\lambda = 102$. We found that the most challenging case was $\lambda = 102$, so we only displayed results for that case in the main paper. Here we supplement those results by displaying a few of the results for $s = 100$ and $\lambda = 90$.

Just as in the previous section, there is an important theoretical reference case: Here it is
Table 1: A comparison of approximate steady-state performance measures in the $M/GI/20/100 + E_2$ model with simulations in the case of exponential ($M$) and Erlang ($E_2$) service-time distributions. The models have arrival rate $\lambda = 18$, mean service time $\mu^{-1} = 1$, and mean time to abandon $E[T] = 1.0$. These results are also compared to the exact numerical results for the purely Markovian $M/M/20/100 + M$ model, having exponential service-time and time-to-abandon distributions with the same mean. The half-width of the 95% confidence interval is given for each simulation estimate.
Table 2: A comparison of approximate steady-state performance measures in the $M/GI/5/100 + GI$ model with simulations in the case of exponential ($M$) and Erlang ($E_2$) service-time distributions. The models have arrival rate $\lambda = 4$, mean service time $\mu^{-1} = 1$, and mean time to abandon $E[T] = 1.0$. These results are also compared to the exact numerical results for the purely Markovian $M/M/5/100 + M$ model, having exponential service-time and time-to-abandon distributions with the same mean. The half-width of the 95% confidence interval is given for each simulation estimate.
the $M/GI/\infty$ queue. When $s$ and $r$ are not too small and the loads are light, the $M/GI/s/r + GI$ model behaves much like the associated $M/GI/\infty$ model. And the $M/GI/\infty$ model is known to have the insensitivity property: Its steady-state performance in the $M/GI/\infty$ model depends upon the service-time distribution only through its mean, so that the service-time $M$ approximation is strongly supported theoretically, and thus is clearly reasonable in this domain.

However, a caveat is in order: Under light loads, the congestion is low, so the performance measures will take small values. Experience shows that we cannot expect good relative accuracy in this domain. But that is not a serious problem, because engineering applications rarely require such relative accuracy.

We now give some examples to show what actually happens. In these examples we let $s = 100$, $\mu = 1$ and $\lambda = 90$, implying that $\rho \equiv \lambda/s\mu = 0.90$, which is a light load for this many servers; for discussion, see Whitt (1992, 1993). In Table 3 we display results for the $M/E_2/100/200 + E_2$ model with three different values for the mean time to abandon $E[T]$: 0.25, 1.00 and 4.00.

We regard the quality of the approximations in these cases as excellent, in fact perhaps even phenomenal. However, the relative accuracy of the probability of abandonment, $P(A)$, and the conditional mean waiting times, $E[W|S]$ and $E[W|A]$, is not always good.

In Table 4 we perform a similar experiment for the $M/M/100/200 + LN(E[T], 4)$ model. Now the time to abandon is given the relatively highly variable lognormal distribution with SCV 4. Again we let $s = 100$, $\mu = 1$ and $\lambda = 90$, so that $\rho = 0.90$. Again we consider three values for the mean time to abandon $E[T]$: 0.25, 1.00 and 4.00.

For the most part, the approximation is amazingly accurate. However, as we have observed in on several occasions, the approximation for the conditional waiting-time distribution, given that the customer abandons, is not consistently good. That is a weak point of the approximation. Since abandonment is relatively rare, that difficulty has negligible effect upon the overall waiting-time distribution. Its accuracy is about the same as for the conditional waiting-time distribution, given that the customer is served.

5. Heavy Loads

In this section we present results from experiments showing the performance of the approximation under heavy loads. We consider the same $M/GI/100/200 + GI$ model as before, but now we increase the arrival rate. We are motivated to consider this case, because the
lightly loaded $M/E_2/100/200 + E_2$ model, $\lambda = 90$

$$E[T] = 0.25 \quad E[T] = 1.00 \quad E[T] = 4.00$$

<table>
<thead>
<tr>
<th>perf. meas.</th>
<th>sim.</th>
<th>approx.</th>
<th>sim.</th>
<th>approx.</th>
<th>sim.</th>
<th>approx.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(W = 0)$</td>
<td>0.852</td>
<td>0.859</td>
<td>0.806</td>
<td>0.807</td>
<td>0.792</td>
<td>0.786</td>
</tr>
<tr>
<td></td>
<td>±0.0007</td>
<td>–</td>
<td>±0.0015</td>
<td>–</td>
<td>±0.0012</td>
<td>–</td>
</tr>
<tr>
<td>$P(A)$</td>
<td>0.0090</td>
<td>0.0107</td>
<td>0.0024</td>
<td>0.0034</td>
<td>0.00028</td>
<td>0.00047</td>
</tr>
<tr>
<td></td>
<td>±0.00009</td>
<td>–</td>
<td>±0.00003</td>
<td>–</td>
<td>±0.000006</td>
<td>–</td>
</tr>
<tr>
<td>$E[Q]$</td>
<td>0.544</td>
<td>0.521</td>
<td>1.15</td>
<td>1.27</td>
<td>1.48</td>
<td>1.82</td>
</tr>
<tr>
<td></td>
<td>±0.04</td>
<td>–</td>
<td>±0.013</td>
<td>–</td>
<td>±0.015</td>
<td>–</td>
</tr>
<tr>
<td>$E[N]$</td>
<td>89.74</td>
<td>89.56</td>
<td>90.94</td>
<td>90.96</td>
<td>91.47</td>
<td>91.78</td>
</tr>
<tr>
<td></td>
<td>±0.04</td>
<td>–</td>
<td>±0.04</td>
<td>–</td>
<td>±0.04</td>
<td>–</td>
</tr>
<tr>
<td>$E[W</td>
<td>S]$</td>
<td>0.0056</td>
<td>0.0054</td>
<td>0.0126</td>
<td>0.0138</td>
<td>0.0164</td>
</tr>
<tr>
<td></td>
<td>±0.00005</td>
<td>–</td>
<td>±0.00014</td>
<td>–</td>
<td>±0.0002</td>
<td>–</td>
</tr>
<tr>
<td>$E[W</td>
<td>A]$</td>
<td>0.051</td>
<td>0.045</td>
<td>0.095</td>
<td>0.098</td>
<td>0.137</td>
</tr>
<tr>
<td></td>
<td>±0.00014</td>
<td>–</td>
<td>±0.0007</td>
<td>–</td>
<td>±0.003</td>
<td>–</td>
</tr>
<tr>
<td>$P(W \leq 0.1</td>
<td>S)$</td>
<td>0.9922</td>
<td>0.9923</td>
<td>0.956</td>
<td>0.949</td>
<td>0.940</td>
</tr>
<tr>
<td></td>
<td>±0.00012</td>
<td>–</td>
<td>±0.0006</td>
<td>–</td>
<td>±0.0007</td>
<td>–</td>
</tr>
<tr>
<td>$P(W \leq 0.1</td>
<td>A)$</td>
<td>0.926</td>
<td>0.938</td>
<td>0.597</td>
<td>0.579</td>
<td>0.416</td>
</tr>
<tr>
<td></td>
<td>±0.0010</td>
<td>–</td>
<td>±0.0042</td>
<td>–</td>
<td>±0.009</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 3: A comparison of exact numerical results with simulations for the steady-state performance measures in the $M/E_2/100/200 + E_2$ model with $\lambda = 90$ and $\mu = 1$ for three different mean times to abandon: $E[T] = 0.25$, 1.00 and 4.00. The half-width of the 95% confidence interval is given for each simulation estimate.
Table 4: A comparison of exact numerical results with simulations for the steady-state performance measures in the $M/M/100/200 + LN(E[T], 4)$ model with $\lambda = 90$ and $\mu = 1$ for three different mean times to abandon: $E[T] = 0.25$, 1.00 and 4.00. The half-width of the 95% confidence interval is given for each simulation estimate.
abandonment-rate approximation is partly based on the assumption that abandonments are relatively rare compared to arrivals and service completions. Under heavier loads, that assumption will not hold.

We first consider the case \( \lambda = 120 \). We let the mean service time and mean time to abandon be 1. We consider two different distributions for the service times and abandon times: Erlang, \( E_2 \), and lognormal, \( LN(1, 4) \). The \( E_2 \) distribution has SCV \( c_s^2 = 1/2 \), while the \( LN(1, 4) \) distribution has SCV \( c_s^2 = 4 \). The hazard rate functions for these two distributions have been plotted in Figures 1 and 5. The associated total abandonment rates have been plotted in Figures 2 and 6. So we know the distributions we are considering.

We consider four cases, with each of these two distributions serving as the service-time distribution and time-to-abandon distribution. The results are displayed in Tables 5 and 6. The Table 5 shows the results for the \( E_2 \) time-to-abandon distribution, while Table 6 shows the results for the \( LN(1, 4) \) time-to-abandon distribution. These results show that the approximation performs spectacularly well under heavy loads. In these cases, we see that performance primarily depends on the service-time distribution through its mean, but depends significantly upon the time-to-abandon distribution beyond its mean. In each table, the results are nearly the same for the two service-time distributions. However, changing from table to table, with the different time-to-abandon distributions, we see significant differences. In Table 5, the mean queue length is about 40, while in Table 6 the mean queue length is about 14. In Table 5, the conditional mean waiting time for served customers is about 0.35, while in Table 6 the conditional mean waiting time for served customers is about 0.125.

In Tables 5 and 6 the probability of no delay, \( P(W = 0) \), is very small, as should be expected because of the heavy load. The approximation correctly predicts that, but the relative accuracy is not good. That is a common phenomenon for the approximation; it does not produce small relative error for small values. However, we do not consider that a problem for most engineering applications.

From Tables 5 and 6, we see that some performance measures are the same for all four cases. In particular, the abandonment probability is very consistent throughout, being approximately \( 1/6 = 0.16667 \). That phenomenon and other regularity in the heavily loaded cases can be explained by many-server heavy-traffic fluid limits in the overloaded or efficiency-driven (ED) limiting regime; see Whitt (2004a, b, 2005b). Indeed, the deterministic fluid approximation performs spectacularly well in this overloaded regime. It is significant that the fluid approximation strongly supports our approximation approach under heavy loads: The fluid ap-
Table 5: A comparison of approximations with simulation estimates of steady-state performance measures in $M/GI/100/200 + E_2$ models under heavy load, specifically for $\lambda = 120$. The mean time to abandon is $E[T] = 1$. The two service times are Erlang ($E_2$) with $c_2^2 = 1/2$ and lognormal (LN(1,4) with $c_2^2 = 4$. The half-width of the 95% confidence interval is given for each simulation estimate. The common approximation based on the $M/M/100/200 + M(n)$ model are also displayed.
Table 6: A comparison of approximations with simulation estimates of steady-state performance measures in $M/GI/100/200 + LN(1,4)$ models under heavy load, specifically for $\lambda = 120$. The mean time to abandon is $E[T] = 1.0$. The two service times are Erlang ($E_2$) with $c_s^2 = 1/2$ and lognormal (LN(1,4) with $c_s^2 = 4$. The half-width of the 95% confidence interval is given for each simulation estimate. The common approximation based on the $M/M/100/200 + M(n)$ model are also displayed.
proximation depends upon the service-time distribution only through its mean, but it depends upon the time-to-abandon distribution beyond its mean.

We repeat the experiments above with a smaller number of servers in Tables 7 and 8. Specifically, we let $s = 20$ and $\lambda = 24$, so that the traffic intensity is again $\rho = 1.2$.

From Tables 7 and 8, we see that the $M/M/s/r + M(n)$ approximation still performs well for this smaller number of servers. For $s = 20$ and $\lambda = 24$, we again see that the performance does indeed primarily depend on the service-time distribution only through its mean, while it strongly depends on the time-to-abandon distribution beyond its mean. That is demonstrated by the similarity between the two simulation results within each table and the differences between the simulation results in the two different tables.

The traffic intensity $\rho = 1.20$ in the four tables so far is greater than we expect to see in call-center applications. However, the results show that the approximation does not break down under this heavy load. The abandonment rate is still less than 20% in all these examples. The assumption used in developing the approximations that abandonments are relatively rare compared to arrivals obviously operates with great force when the abandonment rate is lower than 5%. Nevertheless, the assumption remains roughly reasonable when the abandonment rate increases to 20%.

It is of course interesting to see if the quality of the approximation will indeed eventually degrade if the abandonment rate is high enough. To investigate this feature, we consider the unrealistic case of $s = 100$ and $\lambda = 200$. Then the abandonment rate is about 50%. Results for this case are displayed in Table 9. Surprisingly, even in this case, the approximations perform well. It thus remains to identify heavy-load cases causing the performance of the approximation to degrade.

6. Staffing Application

In Section 2 of the main paper we asserted that the approximation is effective for staffing decisions. In this section we provide extra details supporting that claim. In particular, we give results for the $M/E_2/s/200 + E_2$ model with arrival rate $\lambda = 100$ and different numbers of servers. The models have common arrival rate $\lambda = 100$, mean service time $\mu^{-1} = 1$, number of extra waiting spaces $r = 200$ and mean time to abandon 1.0. The goal is to choose the number $s$ of servers so that both $P(A) \leq 0.05$ and $P(W \leq 0.1|S) \geq 0.8$. In Table 10 we display results for $s = 103$, $s = 104$ and $s = 105$. The middle case, $s = 104$, is the least number of servers meeting the performance constraints.
Table 7: A comparison of approximations with simulation estimates of steady-state performance measures in $M/GI/20/100 + E_2$ models under heavy load, but with a smaller number of servers, specifically for $s = 20$ and $\lambda = 24$. The mean time to abandon is $E[T] = 1.0$. The two service times are Erlang ($E_2$) with $c_2^2 = 1/2$ and lognormal (LN(1,4) with $c_2^2 = 4$. The half-width of the 95% confidence interval is given for each simulation estimate. The common approximation based on the $M/M/20/100 + M(n)$ model are also displayed.
Table 8: A comparison of approximations with simulation estimates of steady-state performance measures in $M/GI/20/100 + LN(1,4)$ models under heavy load, but with a smaller number of servers, specifically for $s = 20$ and $\lambda = 24$. The mean time to abandon is $E[T] = 1.0$. The two service times are Erlang ($E_2$) with $c_s^2 = 1/2$ and lognormal (LN(1,4)) with $c_s^2 = 4$. The half-width of the 95% confidence interval is given for each simulation estimate. The common approximation based on the $M/M/20/100 + M(n)$ model are also displayed.
Table 9: A comparison of approximations with simulation estimates of steady-state performance measures in $M/M/100/400 + GI$ models under extremely heavy load, specifically for $s = 100$ and $\lambda = 200$. The mean time to abandon is $E[T] = 1$. The two time-to-abandon distributions are Erlang ($E_2$) with $c_2^2 = 1/2$ and lognormal (LN(1,4)) with $c_2^2 = 4$. The half-width of the 95% confidence interval is given for each simulation estimate. The run lengths were divided by 10 for this example.
From the simulation results and the associated displayed approximations, we see that the approximation yields the correct decision in this case, as well as good approximations for the performance measures themselves. In contrast, if we used the $M/M/s/r + M$ (Erlang $A$) model, obtaining the exponential abandon-time distribution by simply picking an exponential distribution with the same mean as the given Erlang $E_2$ abandon-time distribution, we would select $s = 99$ servers, an error of 5%, in the decision variable. We display the exact numerical results for the $M/M/s/r + M$ model with $\lambda = 100$ and four values of $s$ in Table 11.

### 7. Two Uniform Distributions

In this section we present additional evidence to show that the approximation is effective. In particular, in this section we consider two uniform distributions with mean 1. The first is $U(0, 2)$, which is uniform on the interval $(0, 2)$, while the second is $U(0.5, 1.5)$, which is uniform on the interval $(0.5, 1.5)$. From some perspectives, the two uniform distributions are not too different. The uniform on $(0, 2)$ is somewhat more variable than the uniform on $(0.5, 1.5)$. However, from the perspective of abandonments, the $U(0.5, 1.5)$ distribution is very different, because it does not permit any very small values. It does not permit any values less than 0.5. As a consequence, the hazard rates for small values are strikingly different for these two uniform distributions.

We now analyze the multiserver queue with each of the four combinations of these two uniform distributions playing the role of the service-time distribution and the abandon-time distribution. In Table 12 we analyze the $M/GI/100/200 + U(0, 2)$ model in which the service-time distribution is either $U(0, 2)$ or $U(0.5, 1.5)$. In Table 13 we analyze the $M/GI/100/200 + U(0.5, 1.5)$ model in which the service-time distribution is either $U(0, 2)$ or $U(0.5, 1.5)$. We see that the specific uniform distribution makes a great difference as an abandon-time distribution, but very little difference as a service-time distribution. In all these cases, just as in most previous tables, the arrival rate is $\lambda = 102$, the individual mean service time is $\mu^{-1} = 1$, there are $s = 100$ servers, there are $r = 200$ extra waiting spaces and the mean abandon time is 1.

In order to better understand these uniform-distribution examples, we also present plots of the approximate abandonment rates, $\alpha_j$ and $\delta_k$, for relevant values of $j$ and $k$ in Figures 8–11. From these plots, we see that the two uniform distributions should indeed behave very differently as abandon-time distributions.

As mentioned before, exact non-Markovian abandonment rates for the $M/M/s/r + GI$
### Table 10: A comparison of approximations with simulations in $M/E_2/s/200 + E_2$ models with common arrival rate $\lambda = 100$ and different $s$

<table>
<thead>
<tr>
<th>Perf. Meas.</th>
<th>$s = 103$</th>
<th>$s = 104$</th>
<th>$s = 105$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(W = 0)$</td>
<td>sim.</td>
<td>approx.</td>
<td>sim.</td>
</tr>
<tr>
<td></td>
<td>0.472</td>
<td>0.491</td>
<td>0.527</td>
</tr>
<tr>
<td></td>
<td>±0.0023</td>
<td>–</td>
<td>±0.0016</td>
</tr>
<tr>
<td>$P(A)$</td>
<td>0.0135</td>
<td>0.0161</td>
<td>0.0108</td>
</tr>
<tr>
<td></td>
<td>±0.00011</td>
<td>–</td>
<td>±0.00009</td>
</tr>
<tr>
<td>$E[Q]$</td>
<td>5.34</td>
<td>5.53</td>
<td>4.48</td>
</tr>
<tr>
<td></td>
<td>±0.032</td>
<td>–</td>
<td>±0.027</td>
</tr>
<tr>
<td>$Var(Q)$</td>
<td>59.8</td>
<td>67.2</td>
<td>50.6</td>
</tr>
<tr>
<td></td>
<td>±0.43</td>
<td>–</td>
<td>±0.44</td>
</tr>
<tr>
<td>$E[N]$</td>
<td>104.0</td>
<td>103.9</td>
<td>103.4</td>
</tr>
<tr>
<td></td>
<td>±0.060</td>
<td>–</td>
<td>±0.037</td>
</tr>
<tr>
<td>$E[W</td>
<td>S]$</td>
<td>0.052</td>
<td>0.054</td>
</tr>
<tr>
<td></td>
<td>±0.00031</td>
<td>–</td>
<td>±0.00026</td>
</tr>
<tr>
<td>$Var(W</td>
<td>S)$</td>
<td>0.0054</td>
<td>0.0063</td>
</tr>
<tr>
<td></td>
<td>±0.000039</td>
<td>–</td>
<td>±0.000037</td>
</tr>
<tr>
<td>$E[W</td>
<td>A]$</td>
<td>0.124</td>
<td>0.127</td>
</tr>
<tr>
<td></td>
<td>±0.00037</td>
<td>–</td>
<td>±0.00064</td>
</tr>
<tr>
<td>$Var(W</td>
<td>A)$</td>
<td>0.0051</td>
<td>0.0060</td>
</tr>
<tr>
<td></td>
<td>±0.000049</td>
<td>–</td>
<td>±0.000062</td>
</tr>
<tr>
<td>$P(\text{W} \leq 0.1</td>
<td>S)$</td>
<td>0.776</td>
<td>0.769</td>
</tr>
<tr>
<td></td>
<td>±0.0013</td>
<td>–</td>
<td>±0.0013</td>
</tr>
<tr>
<td>$P(\text{W} \leq 0.1</td>
<td>A)$</td>
<td>0.426</td>
<td>0.423</td>
</tr>
<tr>
<td></td>
<td>±0.0014</td>
<td>–</td>
<td>±0.0032</td>
</tr>
<tr>
<td>$P(\text{W} \leq 0.2</td>
<td>S)$</td>
<td>0.941</td>
<td>0.928</td>
</tr>
<tr>
<td></td>
<td>±0.00073</td>
<td>–</td>
<td>±0.00058</td>
</tr>
<tr>
<td>$P(\text{W} \leq 0.2</td>
<td>A)$</td>
<td>0.851</td>
<td>0.828</td>
</tr>
<tr>
<td></td>
<td>±0.0017</td>
<td>–</td>
<td>±0.0027</td>
</tr>
</tbody>
</table>

The goal is to choose the number $s$ of servers so that both $P(A) \leq 0.05$ and $P(W \leq 0.1|S) \geq 0.8$. The three displayed cases are $s = 103$, $s = 104$ and $s = 105$. Here the waiting-time constraint is binding, so that the appropriate number of servers is $s = 104$. 

*Note: The table entries are rounded to three decimal places.*
Table 11: Approximations by the $M/M/s/200 + M$ model for staffing in the $M/E_2/s/200 + E_2$ models with common arrival rate $\lambda = 100$ but different numbers $s$ of servers, to show the impact on staffing decisions. The approximation here matches the mean abandon time. The models have common arrival rate $\lambda = 100$, mean service time $\mu^{-1} = 1$, number of extra waiting spaces $r = 200$ and mean time to abandon 1.0. The goal is to choose the number $s$ of servers so that both $P(A) \leq 0.05$ and $P(W \leq 0.1|S) \geq 0.8$. The four displayed cases are $s = 98$, $s = 99$, $s = 100$ and $s = 104$. Here the waiting-time constraint is binding, so that the appropriate number of servers is $s = 99$. The correct value for the $M/E_2/s/200 + E_2$ model is $s = 104$, as can be seen from Table 10.
\textit{M/GI/100/200 + U(0, 2) model with mean time to abandon = 1.0}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Perf. Meas. & $U(0, 2)$ & $U(0.5, 1.5)$ & approx. \\
\hline
$P(W = 0)$ & 0.295 & 0.276 & 0.320 \\
& $\pm 0.0013$ & $\pm 0.0017$ & - \\
\hline
$P(A)$ & 0.0401 & 0.0382 & 0.0433 \\
& $\pm 0.00020$ & $\pm 0.00014$ & - \\
\hline
$E[Q]$ & 7.84 & 7.49 & 8.39 \\
& $\pm 0.040$ & $\pm 0.034$ & - \\
\hline
$Var(Q)$ & 72.8 & 62.3 & 91.0 \\
& $\pm 0.59$ & $\pm 0.47$ & - \\
\hline
$E[N]$ & 105.7 & 105.6 & 106.0 \\
& $\pm 0.049$ & $\pm 0.040$ & - \\
\hline
$E[W|S]$ & 0.077 & 0.073 & 0.082 \\
& $\pm 0.00038$ & $\pm 0.00034$ & - \\
\hline
$Var(W|S)$ & 0.0068 & 0.0057 & 0.0087 \\
& $\pm 0.000053$ & $\pm 0.000041$ & - \\
\hline
$E[W|A]$ & 0.084 & 0.077 & 0.096 \\
& $\pm 0.00035$ & $\pm 0.00025$ & - \\
\hline
$Var(W|A)$ & 0.0046 & 0.0038 & 0.0062 \\
& $\pm 0.000045$ & $\pm 0.000031$ & - \\
\hline
$P(W \leq 0.1|S)$ & 0.662 & 0.674 & 0.651 \\
& $\pm 0.0017$ & $\pm 0.0018$ & - \\
\hline
$P(W \leq 0.1|A)$ & 0.663 & 0.703 & 0.607 \\
& $\pm 0.0013$ & $\pm 0.0015$ & - \\
\hline
$P(W \leq 0.2|S)$ & 0.906 & 0.928 & 0.874 \\
& $\pm 0.0013$ & $\pm 0.00098$ & - \\
\hline
$P(W \leq 0.2|A)$ & 0.930 & 0.952 & 0.889 \\
& $\pm 0.0013$ & $\pm 0.00086$ & - \\
\hline
\end{tabular}
\caption{A comparison of approximations with simulation estimates of steady-state performance measures in models with uniform service-time and abandon-time distributions. The specific model is \textit{M/GI/100/200 + U(0, 2)}, where the abandon-time distribution is uniform on the interval (0, 2). \textit{models with two different service-time distributions having common mean 1: U(0, 2) and U(0.5, 1.5)}, both having mean 1.0. The models have common arrival rate $\lambda = 102$, mean service time $\mu^{-1} = 1$, number of servers $s = 100$, number of extra waiting spaces $r = 200$ and U(0, 2) abandon-time distribution with mean 1.0. The half-width of the 95% confidence interval is given for each simulation estimate. The common approximations based on the \textit{M/M/100/200 + M(n)} model are also displayed.}
\end{table}
Table 13: A comparison of approximations with simulation estimates of steady-state performance measures in models with uniform service-time and abandon-time distributions. The specific model is in $M/GI/100/200 + U(0.5, 1.5)$, where the abandon-time distribution is uniform on the interval $(0.5, 1.5)$. Models with two different service-time distributions having common mean 1: $U(0, 2)$ and $U(0.5, 1.5)$, both having mean 1.0. The models have common arrival rate $\lambda = 102$, mean service time $\mu^{-1} = 1$, number of servers $s = 100$, number of extra waiting spaces $r = 200$ and $U(0.5, 1.5)$ abandon-time distribution with mean 1.0. The half-width of the 95% confidence interval is given for each simulation estimate. The common approximations based on the $M/M/100/200 + M(n)$ model are also displayed.
model are determined by Brandt and Brandt (2002). See Figure 11 in Mandelbaum and Zeltyn (2004) for exact abandonment rates for different distributions.

8. Other Examples

In this section we present some additional tables. These tables originally were in the main paper, but were deleted to meet space limitations.

The first table, Table 14, repeats Table 3 in the main paper. It presents additional evidence for the performance of the algorithm when the service times are exponential, complementing Tables 2-4 in the main paper. Table 14 here describes results for the $M/M/100/200 + LN(4, 4)$ model, having arrival rate $\lambda = 102$, IID exponential service times with mean $\mu^{-1} = 1$, $s = 100$ servers, $r = 200$ extra waiting spaces (designed to make blocking negligible) and a lognormal $LN(4, 4)$ abandon-time distribution with mean 4 and $SCV = 4$, and thus variance 64. Table
Figure 9: The approximate total abandonment rate $\delta_k$ when there are $k$ customers in the queue in the $M/GI/s/r+U(0,2)$ model with $\lambda = 100$ and uniform $U(0,2)$ abandon time having mean 1.
approx. abandon rate for lambda = 100 and U(0.5,1.5) aban. time

Figure 10: The approximate abandonment rate $\alpha_j = h(j/\lambda)$ for the customer $j$ positions from the end of the queue in the $M/GI/s/r+U(0.5,1.5)$ model with $\lambda = 100$ and uniform $U(0.5,1.5)$ abandon time having mean 1.
Figure 11: The approximate total abandonment rate $\delta_k$ when there are $k$ customers in the queue in the $M/GI/s/r + U(0.5, 1.5)$ model with $\lambda = 100$ and uniform $U(0.5, 1.5)$ abandon time having mean 1.
Figure 12: The approximate abandonment rate $\alpha_j = h(j/\lambda)$ for the customer $j$ positions from the end of the queue in the $M/GI/s/r + LN(4, 4)$ model with $\lambda = 100$ and lognormal $LN(4, 4)$ abandon time having mean 4 and $SCV = 4$ and thus variance 64.

14 is similar to Table 3 in the main paper, but it has a more variable abandon-time distribution. Again, we see that the approximation performs well. This more-variable lognormal abandon-time distribution turns out to produce steady-state performance very close to that of an exponential abandon-time distribution with the same mean, as can be seen from Table 14, even though the lognormal hazard function is zero at the origin. We gain a better understanding when we plot the approximate abandonment rates $\alpha_j$ and $\delta_k$ in Figures 12 and 13. We make an explicit comparison with the exponential distribution in Figure 14. We see that $\delta_k$ is indeed quite close for these two distributions, even though the tail behavior is of course wildly different.

The next two tables, Tables 15 and 16, describe the performance of the overall algorithm, complementing the results displayed in Section 6 of the main paper. Paralleling Tables 1 and 4 in the main paper, Table 15 below describes the performance of the $M/E_2/100/200 + E_2$
Table 14: A comparison of approximations for steady-state performance measures with simulations in the $M/M/100/200 + LN(4,4)$ model, which has exponential service times and mean abandon time $4.0$. The lognormal abandon-time distribution has squared coefficient of variation $4.0$ and thus variance $64.0$. The two models have common arrival rate $\lambda = 102$, mean service time $\mu^{-1} = 1$, number of servers $s = 100$, number of extra waiting spaces $r = 200$ and mean time to abandon $4.0$. The half-width of the 95% confidence interval is given for each simulation estimate. The exact results are shown for the corresponding $M/M/100/200 + M$ model.

| Performance Measure | sim. $P(W = 0)$ | approx. $P(W = 0)$ | exact $P(W = 0)$ | sim. $P(A)$ | approx. $P(A)$ | exact $P(A)$ | sim. $E[Q]$ | approx. $E[Q]$ | exact $E[Q]$ | sim. $Var(Q)$ | approx. $Var(Q)$ | exact $Var(Q)$ | sim. $E[N]$ | approx. $E[N]$ | exact $E[N]$ | sim. $E[W|S]$ | approx. $E[W|S]$ | exact $E[W|S]$ | sim. $Var(W|S)$ | approx. $Var(W|S)$ | exact $Var(W|S)$ | sim. $E[W|A]$ | approx. $E[W|A]$ | exact $E[W|A]$ | sim. $Var(W|A)$ | approx. $Var(W|A)$ | exact $Var(W|A)$ | sim. $P(W \leq 0.1|S)$ | approx. $P(W \leq 0.1|S)$ | exact $P(W \leq 0.1|S)$ | sim. $P(W \leq 0.1|A)$ | approx. $P(W \leq 0.1|A)$ | exact $P(W \leq 0.1|A)$ | sim. $P(W \leq 0.2|S)$ | approx. $P(W \leq 0.2|S)$ | exact $P(W \leq 0.2|S)$ | sim. $P(W \leq 0.2|A)$ | approx. $P(W \leq 0.2|A)$ | exact $P(W \leq 0.2|A)$ |
|---------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
|                     | 0.210 $\pm 0.0019$ | 0.212 $\pm 0.0030$ | 0.226 $\pm 0.0019$ | 0.0349 $\pm 0.00030$ | 0.0353 $\pm 0.00095$ | 0.0364 $\pm 0.0019$ | 14.90 $\pm 1.37$ | 14.61 $\pm 0.095$ | 14.84 $\pm 0.095$ | 187.0 $\pm 1.37$ | 180.1 $\pm 0.095$ | 214.5 $\pm 0.095$ | 113.3 $\pm 0.023$ | 113.0 $\pm 0.023$ | 113.1 $\pm 0.023$ | 0.1446 $\pm 0.00091$ | 0.1419 $\pm 0.00013$ | 0.1455 $\pm 0.00013$ | 0.0175 $\pm 0.00048$ | 0.0169 $\pm 0.00048$ | 0.0207 $\pm 0.00048$ | 0.1878 $\pm 0.00048$ | 0.1786 $\pm 0.00048$ | 0.1429 $\pm 0.00048$ | 0.0105 $\pm 0.00048$ | 0.0105 $\pm 0.00048$ | 0.0137 $\pm 0.00048$ | 0.444 $\pm 0.0025$ | 0.449 $\pm 0.0025$ | 0.469 $\pm 0.0025$ | 0.212 $\pm 0.0010$ | 0.248 $\pm 0.0010$ | 0.449 $\pm 0.0010$ | 0.680 $\pm 0.0028$ | 0.687 $\pm 0.0028$ | 0.687 $\pm 0.0028$ | 0.602 $\pm 0.0023$ | 0.632 $\pm 0.0023$ | 0.737 $\pm 0.0023$ |
Figure 13: The approximate total abandonment rate $\delta_k$ when there are $k$ customers in the queue in the $M/GI/s/r + LN(4, 4)$ model with $\lambda = 100$ and lognormal $LN(4, 4)$ abandon time having mean 4 and $SCV = 4$ and thus variance 64.
A comparison of two abandon-time distributions: the approximate total abandonment rate $\delta_k$ when there are $k$ customers in the queue in the $M/GI/s/r + GI$ model with $\lambda = 100$ and two different abandon-time distributions having mean 4: lognormal $LN(4, 4)$ and exponential $M(4)$. Both have mean 4, but $LN(4, 4)$ has $SCV = 4$ and thus variance 64.
model, mean time to abandon = 0.25

<table>
<thead>
<tr>
<th>Performance Measure</th>
<th>$M/E_2/100/200 + E_2$</th>
<th>$M/M/100/200 + M$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>sim.</td>
<td>approx. numerical</td>
</tr>
<tr>
<td>$P(W = 0)$</td>
<td>0.461</td>
<td>0.491</td>
</tr>
<tr>
<td></td>
<td>±0.0015</td>
<td></td>
</tr>
<tr>
<td>$P(A)$</td>
<td>0.053</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td>±0.00029</td>
<td></td>
</tr>
<tr>
<td>$E[Q]$</td>
<td>3.07</td>
<td>2.84</td>
</tr>
<tr>
<td></td>
<td>±0.014</td>
<td></td>
</tr>
<tr>
<td>$E[N]$</td>
<td>99.7</td>
<td>99.1</td>
</tr>
<tr>
<td></td>
<td>±0.027</td>
<td></td>
</tr>
<tr>
<td>$E[W</td>
<td>S]$</td>
<td>0.0284</td>
</tr>
<tr>
<td></td>
<td>±0.00012</td>
<td></td>
</tr>
<tr>
<td>$E[W</td>
<td>A]$</td>
<td>0.0603</td>
</tr>
<tr>
<td></td>
<td>±0.00009</td>
<td></td>
</tr>
<tr>
<td>$P(W \leq 0.05</td>
<td>S)$</td>
<td>0.747</td>
</tr>
<tr>
<td></td>
<td>±0.0012</td>
<td></td>
</tr>
<tr>
<td>$P(W \leq 0.05</td>
<td>A)$</td>
<td>0.440</td>
</tr>
<tr>
<td></td>
<td>±0.0011</td>
<td></td>
</tr>
<tr>
<td>$P(W \leq 0.1</td>
<td>S)$</td>
<td>0.931</td>
</tr>
<tr>
<td></td>
<td>±0.00048</td>
<td></td>
</tr>
<tr>
<td>$P(W \leq 0.1</td>
<td>A)$</td>
<td>0.865</td>
</tr>
<tr>
<td></td>
<td>±0.00066</td>
<td></td>
</tr>
</tbody>
</table>

Table 15: A comparison of steady-state performance measures in the $M/E_2/100/200 + E_2$ and $M/M/100/200 + M$ model with mean time to abandon = 0.25. The two models have common arrival rate $\lambda = 102$, mean service time $\mu^{-1} = 1$, number of servers $s = 100$, number of extra waiting spaces $r = 200$ and mean time to abandon 0.25. Both simulation estimates and numerical results are shown for the Erlang model. The half-width of the 95% confidence interval is given for each simulation estimate.

model. Before, in Tables 1 and 4 of the main paper, the mean abandon time was 1 and 4, respectively, which is equal to the mean service time and greater than the mean service time.

Now we consider the case in which the mean abandon time is less than a mean service time. Specifically, the model has arrival rate $\lambda = 102$, mean service time $\mu^{-1} = 1$, $s = 100$ servers, $r = 200$ extra waiting spaces and mean time to abandon 0.25.

Next, Table 16 describes steady-state performance in the $M/GI/100/200 + M$ model with mean time to abandon = 1.0 and different service-time distributions. Paralleling Tables 5 and 6 in the main paper, the service-time distributions considered here are $E_2$, $M$ and $LN(1,1)$, all with mean 1. As in Tables 5 and 6 in the main paper, we see that the performance does not depend greatly upon the service-time distribution beyond its mean.
Table 16: A comparison of simulation estimates of steady-state performance measures in $M/GI/100/200 + M$ models with three different service-time distributions having common mean 1: $E_2$ with $SCV = 0.5$, $M$ with $SCV = 1$ and $LN(1,1)$ with $SCV = 1$. The models have common arrival rate $\lambda = 102$, mean service time $\mu^{-1} = 1$, number of servers $s = 100$, number of extra waiting spaces $r = 200$ and $M$ abandon-time distribution with mean 1.0. The half-width of the 95% confidence interval is given for each simulation estimate. The common approximations based on the $M/M/100/200 + M(n)$ model are also displayed.
9. More on Calculating Performance Measures

In this final section we supplement Section 8 of the main paper by including some additional material on calculating steady-state performance measures. First, in Subsection 9.1 we indicate a few basic performance measures we can calculate from the steady-state distribution of the number of customers in the system. Then in Subsection 9.2 we indicate how to calculate the steady-state response-time distribution and its moments. (The response time is the waiting time plus the service time.) Finally, in Subsection ?? we indicate how to calculate the waiting-time distribution for an arbitrary entering customer and its moments by combining corresponding results for those entering customers that are served and those entering customers that abandon.

9.1. Associated Rates and Steady-State Probabilities

Given the steady-state distribution of the number of customers in the system, we can calculate associated rates and steady-state probabilities (which correspond to long-run proportions): First, the steady-state probability that all servers are busy at an arbitrary time is

\[ P(AllBusy) = \sum_{j=s}^{j=s+r} p_j \]  

(9.1)

Next, the probability that the waiting room is full at an arbitrary time is

\[ P(Full) = p_{s+r} . \]  

(9.2)

Letting \( x \wedge y \) denote \( \min\{x, y\} \), the expected number of busy servers at an arbitrary time is

\[ E[Busy] = E[N \wedge s] = \sum_{j=1}^{j=s-1} j p_j + P(AllBusy)s . \]  

(9.3)

The throughput, say \( \theta \), is the rate of service completions; it is

\[ \theta = E[Busy] \mu . \]  

(9.4)

9.2. The Response Time

In the paper we considered \( W \), the steady-state waiting time until beginning service for a customer that enters the system, for the approximating \( M/M/s/r + M(n) \) model. We now consider the steady-state response time for a customer that enters the system, which is the waiting time plus the service time. Let \( T \) be a response time for a customer that enters the
system. Equivalently, $T$ is the time spent in the system. As with the waiting time, we must be careful to differentiate between customers that eventually are served and customers that eventually abandon. For customers who abandon, $T = W$, so we do not consider that case. Here we only consider customers who are served.

We first compute the expectation of $T$ for served customers; i.e., we compute $E[T; S] = E[T\mathbb{1}_S]$, where $S$ is the event that the customer is eventually served, $\mathbb{1}_B$ is the indicator function of the event $B$ ($\mathbb{1}_B(\omega) = 1$ if $\omega \in B$, and $\mathbb{1}_B(\omega) = 0$ otherwise). The calculation if much like the calculation for waiting times. We exploit the fact that the service time is independent of the waiting time. We also exploit the approximations developed in Section 7.2 of the main paper. In particular, just as in the main paper, we draw heavily on the approximations in (7.10) and (7.11).

Using properties of the exponential distribution, we obtain

$$E[T; S] = \left(\sum_{k=0}^{s-1} p_k^a\right) \frac{1}{\mu} + \sum_{k=0}^{r-1} p_k^s \Gamma_{k+1} \left(\frac{1}{\mu} + \sum_{j=1}^{k+1} m_{k+1,j}\right)$$

and

$$E[T^2; S] = \left(\sum_{k=0}^{s-1} p_k^a\right) \frac{2}{\mu^2} + \sum_{k=0}^{r-1} p_k^s \Gamma_{k+1} (V_{k+1} + M_{k+1}^2)$$

where

$$V_{k+1} \equiv \frac{1}{\mu^2} + \sum_{j=1}^{k+1} m_{k+1,j}^2$$

and

$$M_{k+1} \equiv \frac{1}{\mu} + \sum_{j=1}^{k+1} m_{k+1,j}.$$  

Then the first and second moments of the conditional time to complete service given that service is completed are

$$E(T|S) = \frac{E[T; S]}{P(S)} \quad \text{and} \quad E(T^2|S) = \frac{E[T^2; S]}{P(S)}.$$  

The conditional variance and standard deviation are then

$$Var(T|S) \equiv E(T^2|S) - (E(T|S))^2$$

and

$$SD(T|S) \equiv \sqrt{Var(T|S)}.$$  

We now characterize the response-time distribution via its Laplace transform. Then we can apply numerical transform inversion to calculate the distribution itself. For that purpose,
let $\hat{t}(z) \equiv E[e^{-zT}1_{\{S\}}]$ be the Laplace transform of $T$ for served customers (Laplace-Stieltjes Transform of its cdf).

Paralleling (9.5), we have

$$\hat{t}_s(z) \equiv E[e^{-zT}1_{\{S\}}] = \left(\sum_{k=0}^{s-1} p_k^m\right) \left(\frac{\mu}{\mu + z}\right) + \sum_{k=0}^{r-1} p_{k+k+1}^{m-1} \hat{d}_{k+1}(z), \quad (9.12)$$

where

$$\hat{d}_{k+1}(z) \equiv \left(\frac{\mu}{\mu + z}\right) \prod_{j=1}^{k+1} \left(\frac{m_{k+1,j}^{-1}}{m_{k+1,j}^{-1} + z}\right). \quad (9.13)$$

We can now easily calculate the cumulative distribution function (cdf) by numerical transform inversion. We obtain the cdf $P(T \leq t; S)$ for any desired $t$ by numerically inverting its Laplace transform $\hat{t}(z)/z$, e.g., by using the Fourier-series method described in Abate and Whitt (1995). The associated conditional response-time cdf is

$$P(T \leq t|S) = \frac{P(T \leq t; S)}{P(S)} \quad (9.14)$$
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